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ABSTRACT

Information system security management is expetddae a high priority for organizational successeg that
Information is critical both as input and outputasf organization. Hence, there is need to haveweasénformation system
to conduct any business related activities to ensix objectives of information security: confidiatity; integrity;
availability; legitimate use (identification, autfteeation, and authorization); auditing or tracdilhiand non-repudiation

of the information.

This study identified the objectives of informatisacurity, key human insider threats which affeéorimation

system security of Business organization and thel lef information security policy compliance ingamnizations.

The study was carried out in two Universities on&vgie and another Public University where forty0)X4
Questionnaires were distributed and the findinggws&d Institutional data security (protecting companformation
assets) with mean of 3.79 and Employees (safetigfaetion, retention) with mean of 3.00 which tsetp motivate insider
to feel part of organization were given law prigrind Respondents also indentified Laptops rankeduanber 1 (mean
=3.91) as frequently used device in the institutiorrause threat on institutional data securitiofeéd by Mobile phones

ranked as Number 2(mean=3.75).

The study also further discovered that Policies ayber security (use of social medias e.g. face pook
(mean=2.45) was not implemented, Policies on B¥inogr Own Device to be used at the Institution (Me&r53) was not
implemented and Data destruction policies for ydnstitutional data materials that contain sensitiméormation

(mean=2.52) was not implemented.

The following behaviors were ranked top which néedbe worked on; usage of secondary storage delilaes
flash discs, CD, Hard disks (mean=3.88), Sharingsedondary storage devices like flash discs, CDrdH#isks
(Mean=3.48) was also frequent and using of perspuaained mobile devices to do office work (mean3.%as also

ranked among the top behaviors.
KEYWORDS: Information Security; Human Insider Threats; Molillevices
INTRODUCTION

Little real-world data is available about the irgidhreat (Pfleeger, 2008).Recognizing insidersnapting to do
something they should not on a corporate or orgdioizal (computer) system is important in cyber anglanizational

security in general.

| Impact Factor(JCC): 1.9586 - This article can be denloaded from www.impactjournals.us




| 50 Businge Phelix Mbabazi |

“Insider threat” has received considerable attentend is cited as one of the most serious secpritiplems.
Insider threat is considered one of the most diffiproblems to deal with because insiders oftevehaformation and
capabilities not known to management and otherestalkiers who can cause serious harm. More reabvdata is needed

about the insider threat.

Given that Information is critical both as inputdaautput. Hence information security managemertfikigh
priority in organization, it's important to havesacure information system to conduct any businelsded activities to
ensure six objectives of information security: ¢deftiality; integrity; availability; legitimate w@s (identification,
authentication, and authorization); auditing orcé@bility; and non-repudiation of the informatidBy(nes and Proctor,
2002))

While information security plays an important rabeprotecting the data and assets of an organizatie often
hear news about security incidents, such as defaeof websites, server hacking and data leakaggarations need to
be fully aware of the need to devote more resouiecdise protection of information assets, and imfation security must

become a top concern in both government and orgaais.

Information security plays an important role in fging the assets of an organization. As no sifgji@ula can
guarantee 100% security, there is a need for af dEtnchmarks or standards to help ensure an atielgwal of security is
attained, resources are used efficiently, and ts# becurity practices are adopted given the iseckaisage of Mobile

device by insiders.

Information security management in ISO17799 is Baserisk management. The latter is defined insthadard
as the “Process of identifying, controlling and imiizing or eliminating security risks that may affeinformation

systems, for an acceptable cost” (ISO/IEC, 2000).

Modern information systems are confronted by aetgardf threats. Although attacks originating fromtside,
such as hacking attempts or viruses, have gaiedd publicity, insider threats pose a signifitlgrgreater level of risk
(Schultz, 2002). Unfortunately, the controls andld¢athat are used for the protection of the IS frexternally initiated
attacks (e.g. firewalls and intrusion detectiontesys) are not effective in detaining insider threat the latter requires a
different approach (Porter, 2003; Lee and Lee, 28@8ultz, 2002).

Problem Statement

Most Issues related to institutional data secuaisy happening due to people factor such as aceidgistlosure,
insider curiosity, data breach by insider, dataabheby outsider physical intrusion, unauthorizetlusion of network
system (NRC 1997); more especially, the human érsidvho legitimately access institutional dataagreater threat to
institutional data security either intentionallpadvertently or accidentally (Richardson, 2009)ranipulate, corrupt or
leak institutional data and is therefore more degrital to the existence of the institution. Therefthere is need for
institutions to clearly indentify the threats arldoaascertain if the human insiders comply to tiaitutional policies so

that they can address those threats.
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Main Obijective

The main objective was to identity of threats ostitntional data security posed by human insidadcsascertains

information System security policy compliance byrtaun insiders in the Institutions

Specific Objectives

The specific objectives of the study were.
* To identify threats on institutional data secuptysed by human insiders.
e To ascertain information System security policy ptience by human insiders in the Institutions

Significance of the Study

The study clearly shows organization’s priorityterms of Financials, Customer satisfaction, Inniove{the
ability to create new products and/or business gu®es), Information Technology (using the best, tnmedern
technologies), Institutional data security (praoitegtcompany information assets), Employees (safegtjsfaction,
retention).This study also gives a clear pictureéhef possible threats on institutional data seguryt human insiders and

the level of information security policy complianieg institutions.

RELATED LITERATURE

Insider Threat

An Insider is defined as an individual with priygled access to an IT system (Richardson, 2008), (#i6k0)
insider threat is an individual and, more broadhg danger posed by an individual who possessé&frate access and

occupies a position of trust in or with the infrasture or institution being targeted.

According to Greitzer and Hohimer, (2011)The insitteeat refers to harmful acts that trusted insdaight
carry out, such as something that causes harmetmitpanization or an unauthorized act that benéfigsindividual.
Information "leakage," espionage, and sabotage i@ computers and computer networks are the nmméable
examples of insider threats, and these acts aragthe most pressing cyber-security challengesttinaaten government
and private-sector information infrastructures. Tiheider threat is manifested when human behavitegart from
established policies, regardless of whether theyltérom malice, disregard, or ignorance. Duehm legitimacy and trust

the insiders enjoy, this type of crime is diffictdtdetect and mitigate before the occurrence..

Several industry reports indicate that both intemdi and unintentional insider threats are considi@s one of the
top ranked threats to information security over st decade (Richardson, 2009). For instancerdiogoto the 2004 E-
crime Watch Survey (CSO, 2004), 36 Percent of éspandents experienced unauthorized access byissithere is an
increasing trend as the more survey reported thaPdrcent of the respondents’ experienced maliciosisler attacks
(CSO, 2004).

Information System Security Goals

According to Arumugam (2013) a computer-based sydtas three primary valuable assets to protecy; ne
the hardware, software and data assets. A secstensyaccomplishes its task with no unintended sifiects. The

computer security threats which exploit the vulbdites of computer assets are interception, ifgtion, modification
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and fabrication. The fundamental security goalscihénsure that the hardware, software and datasaase not
compromised by the threats include Confidentigl@y, Integrity (1), and Availability (A) Legitimat&Jse (L), Auditing Or
Traceability (A/T),Non-repudiation(NR).

Qingxiong Et al (2008 effective information secyrigéystem also must have the following six objedive
confidentiality; integrity; availability; legitima& use (identification, authentication, and authaiion); auditing or
traceability; and non-repudiation. If these objeesi could be achieved, it would alleviate mosthef information security

concerns.

According to Arumugam (2013) the fundamental séggoals which ensure that the hardware, softwadedata
assets are not compromised by the threats are:

Confidentiality

Providing access privileges to users in accesdiegdata. It involves making information accessitaeonly

authorized parties, or restricting information et unauthorized parties.
Integrity

Restricting alteration rights to the original daff@r example Transmitting information over the tntt (or any
other network) is similar to sending a package lajl.nThe package may travel across numerous trumteduntrusted
networks before reaching its final destinationis [possible for the data to be intercepted and fieatiwhile in transit. This
modification could be the work of a hacker, netwadministrator, disgruntled employee, governmeenégjor corporate

business intelligence gatherer; it could also batantional.
Availability

Data accessible and operational whenever it isirediuAvailability means that systems, data, argkotesources

are usable when needed despite subsystem outadjes@monmental disruptions
Legitimate Use

Includes identification, authorization, and autligation. Identification involves a process of a rupesitively
identifying itself (human or machine) to the hastr{ver) that it wishes to conduct a transactiom.withe most common
method for establishing identity is by means ofrname and password. The response to identificasi@uthentication.
Without authentication, it is possible for the gystto be accessed by an impersonator. Authenticageds to work both
ways: for users to authenticate the server theycargacting, and for servers to identify their otie Authentication
usually requires the entity that presents its itigmd confirm it either with something the cliekmows (e.g. password or
PIN), something the client has (e.g. a smart ddethtity card) or something the client is (biomedrifinger print or retinal

scan). Biometric authentication has been provéretthe most precise way of authenticating a usketdity.
Auditing or Traceability

Process of examining the transactions: From anuattw perspective, auditing is the process ofcdfiy
examining accounts. Similarly, in an e-businessisgccontext, auditing is the process of examinirapsactions. Trust is

enhanced if users can be assured that transad#n$e traced from origin to completion. If theseai discrepancy or
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dispute, it will be possible to work back througdchk step in the process to determine where thelgmobccurred and,
probably, who is responsible. Order confirmatioecaipts, sales slips, etc. are examples of docwmiet enable
traceability. In a well-secured system, it should possible to trace and recreate transactionsudimg every
subcomponent, after they are done. An effectivatizngdsystem should be able to produce recordssefs) activities,
applications used, system settings that have bageady etc., together with time stamps so that detegransactions can

be reconstructed.
Non-Repudiation

ability of an originator or recipient of a trandaatto prove to a third party that their countetphid in fact take
the action in question. Thus the sender of a messhguld be able to prove to a third party thatintended recipient got
the message and the recipient should be able t@ pooa third party that the originator did actyaénd the message. This

requirement proves useful to verify claims by tlagties concerned and to apportion responsibilipases of liability.
Information Security in the Workplace

Considerable research has focused on informatiauritgrelated behavior in the workplace. Generally
workplace threats are divided into those exteroahé organization and those internal to the omgiun. Because these
two types of threats often stem from different mations, research studies usually treat them stghardnsider threats

have also been further defined to include humasugnonhuman and accidental versus intentional.

User errors and negligence are some of the mosmoonaccidental errors and are considered one ofvdrst
threats to information security (Whitman and Madt@004). Although reasons for user errors are naugrsimple lack of

awareness of the importance of information secisign obvious factor.
Institutional Data Threats

Recent studies suggest that the broad spectrungahizational threats could be categorized inte favels, in

the increasing order of sophistication (NRC 1997):

e Accidental disclosure: Employees unintentionallgcthses for example institution information to athee.qg.

email message sent to wrong address or an infavmbgak through peer-to-peer file sharing.

» Insider curiosity: an insider with data accessifge pries upon a Employees records out of cuyiasi for their
own purpose, e.g. a nurse accessing informationitaddellow employee to determine possibility okwsally
transmitted disease in colleague; or medical pemloaccessing potentially embarrassing health méion

about a celebrity and transmitting to media.

« Data breach by insider: insiders who access Empby&ormation and transmit to outsiders for profittaking

revenge on employees.

« Data breach by outsider with physical intrusion:camsider who enters the physical facility eithgrdmercion or

taking revenge on Employees.
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e Unauthorized intrusion of network system: an owsidncluding former vengeful employees, or hackeho
intrude into organization‘s network system fromsidé and gain access to institutional informatiomemder the

system inoperable.
Human Insider Threat on Data Security

There is much debate on the insider threat butpemed to outsider attacks, there is far less fackata on which
to base analysis and conclusions. In the USA, thtgoNal Infrastructure Advisory Council (NIAC, 200Bighlights that
awareness and mitigation of insider threats vagieatly among companies and sectors and is oftelt wé&h poorly.The
BERR (2008) concludes that in the UK many orgaiorat are still not doing enough to protect themsgland their

customers’ information (including some areas sigaift for the insider threat):
e 52 Percent do not carry out any formal securitly sissessment.
* 67 Percent do nothing to prevent confidential dsa&ing on USB sticks, laptops and other mobileakes:
» 78 Percent of companies had computers with unetenypard discs stolen.
» 84 Percent of companies do not scan outgoing dorailonfidential data.

Colwill (2009) affirms that most physical and ekectic attacks can be assisted or conducted by sidein but
some attacks can only be committed by insidersh g the unauthorized release of proprietary inftion or the

sabotage of assets that only employees can access.

Silic and Back, 2013, reiterates that the Incrasseof Mobile devices have a huge consequencéeiway we
treat information, as smart phones are bringingherodimension to information processing: videmramerce, location
based services, photo sharing and social mediantitiber of new services, apps and tools is inangaand every day we

are seeing a new mobile based service or new apiplicappearing

Greitzer et al (2010), identified One might legisitaly ask: Can we pick up the trail before the,fpcbviding
time to intervene and prevent an insider attack?¥ \ighthis so hard? There are several reasons whglafement and

deployment of approaches to addressing insideathparticularly proactive approaches, are so ehgihg:

 The lack of sufficient real-world data that hasdignd truth" enabling adequate scientific verifioatiand

validation of proposed solutions;

» The difficulty in distinguishing between malicioussider behavior and what can be described as nooma
legitimate behavior (since we generally don't havgood understanding of normal versus anomalouavieis

and how these manifest themselves in the data);

* The potential quantity of data, and the resultamtniper of "associations" or relationships that mayere

produce enormous scalability challenges;

» Despite ample evidence suggesting that in a preggande of cases, the perpetrator exhibited obskervab
"concerning behaviors" in advance of the explbigré has been almost no attempt to address sucanhiactors

by researchers and developers of technologiess todupport insider threat analysis.
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According to Ponemon(2012) it identified some 1kyi practices employees (human Insiders) routieelgage as

follows;

» Connecting computers to the Internet through aedase wireless network.

* Not deleting information on their computer whenloger necessary.

e Sharing passwords with others.

* Reusing the same password and username on diffeedosites.

» Using generic USB drives not encrypted or safegeriftly other means.

e Leaving computers unattended when outside the vackp

» Losing a USB drive possibly containing confidentata and not immediately notifying their organiaat

* Working on a laptop when traveling and not usimggigacy screen.

» Carrying unnecessary sensitive information on &ofavhen traveling.

» Using personally owned mobile devices that contettieir organization’s network.
METHODOLOGY

We applied Survey method in this study of reseandth the aim of gathering the connected matter with
information of our research; we had to prepare estjonnaire for both administrative staff and IC&clinical staff

members.

Fouty (40) Questionnaires were distributed in twoivdrsities, one private and one public, 20 Quesidires

were each University and 33 Questionnaires wergrretl.
Preliminary Findings

Table 1: Respondents

| Institution Characteristics
Category of Institution Frequency
Private 18
Public 15
Total 33

A total of 33 staff members were sampled and PRIZAias represented by 18 and Public University hy 15
Institutional Priority

Table 2: Institutional Priority

Institutional Priority Institution | Mean | Interpretation | Mean | Interpretation | Ranking
1. | Financials :Z[j\t/)ﬁ::e gg? :Z;:g:g 3.97 | Priority 4
2. | Customer satisfaction Iz[j\éﬁ::e 22% Eirgohrigriority 4.03 | Priority 2
A e e e e
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business processes)
Information Technology Private 4.11 | Priority

4. | (using the best, most . . . 4.30 | Priority 1
modern technologies) Public 4.53 | High Priority
Institutional data security . Partly

5. | (protecting company Private 339 Priority 3.79 | Priority 5
information assets) Public 4.27 | High Priority
Employees (safety, Private 2.56 | Not Priority .

6. satisfaction, retention) Public 3.53 | Priority 3.00 | Partly Priority 6

Despite Information Technology (using the best, rnosdern technologies) with average of 4.30 wasmivigh
priority in institutions, the key issues which dam a loop hall to institutional security were tleadt i.e Institutional data
security (protecting company information assetdhw8i79 which can help in ensuring organizationéimation security

and Employees (safety, satisfaction, retention i00 which helps to motivate insider to feel gdrbrganization.

Frequently used device

Table 3: Frequently used Device

Frequently Used Device in
Tr;l; zgtlgitilt:;(izcztggni?gﬁa Institution | Mean | Interpretation Mean | Interpretation Ranking
Security:
1. | Mobile Phone E[j\l;ﬁ}:e 3343 IE:E(?S;}::II))/I lLJJsSee(cjj 3.75 | Frequently Used 2
2. | Laptop E[j\l;ﬁ}:e 2175 IE:E(?S;}::II))/I lLJJsSee(cjj 3.91 | Frequently Used 1
3. | I pad ﬁﬂ‘éﬁf g_'gg 3::3 2.91 | Used 5
4. | Workstation E[j\l;ﬁ}:e 3?5?2 Iléjrzz(iently Used 3.43 | Frequently Used 4
5. | Servers E[j\l;ﬁ}:e 3275 lljrsee(zjuently Used 3.48 | Frequently Used 3

The table above clearly shows that the respondedentified Laptops ranked as number 1 (mean =391)
frequently used device in the institution to catlseat on institutional data security which medmsré¢ must be serious
measures to control usage of laptops in organizatiod this was followed by Mobile phones rankedNasnber

2(mean=3.75) :
Information Security Policy Compliance by Organizatons

Table 4: Information Security Policy Compliance

Information Security Policy In_stltu Mean | Interpretation | Mean Inte_rpre Rank
tion tation
. . Partly
Backups storage policies for your Private | 2.94 Implemented Partly
1.} Institutional data materials that contain b 3.12 | Impleme 6
" . . Partly
sensitive Information. Public 3.33 nted
Implemented
Offsite storage policies for your Private | 2.61 Partly Not
2.| Institutional data materials that contain ) Implemented 2.52 | Impleme 15
sensitive Information. Public 2.4 | Not nted
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Implemented
e - . Partly
Data classification policies for your Private | 3.11 Imoblemented Partly
3.| Institutional data materials that contain P 2.97 | Impleme 7
Lot ; . Partly
sensitive information Public 2.80 nted
Implemented
. - - . Partly
Data retention policies for your InstitutionalPrivate | 2.78 | Partly
; : o mplemented
4.| data materials that contain sensitive 2.85 | Impleme 11
: : . Partly
information Public 2.93 nted
Implemented
. . . Partly
Data destruction policies for your Private | 2.94 Imoblemented Not
5.| Institutional data materials that contain b 2.52 | Impleme 16
o . . Not
sensitive information Public 1.92 nted
Implemented
. I . Partly
Policies on access control, authentication| Private | 2.89 Partly
L . : Implemented
6.| and authorization practices for using the Partl 2.97 | Impleme 8
Institutional Information Systems Public 3.07 y nted
Implemented
Policies on protection of Institutional IS Private | 3.17 Partly Partly
7.| assets to protect your Institutional hardware, ' Implemented 3.33 | Impleme 2
software, data and people. Public 3.53 | Implemented nted
. Partly
8 Polices on reporting of Information Systernsl?nvme 2.18 Implemented 288 Partlly 0
‘| security events , Partly ' Impleme 1
Public 3.00 nted
Implemented
. Partly
Polices on response of Information Syste nlgnvate 2.16 Implemented Partly
9. security events Partl 2.94 | Impleme 9
y Public 3.13 y nted
Implemented
- . . Partly
Policies on acceptable use of wireless Private | 3.39 | Partly
. . o mplemented
14 devices in your Institutional such as laptops Partl 3.26 | Impleme 3
and hand phones. Public 3.08 y nted
Implemented
- . . Partly
Policies on acceptable use of workstationsPrivate | 3.33 | Partly
) oo mplemented
11 in your Institutional such as personal 3.18 | Impleme 4
. Partly
computers. Public 3.00 nted
Implemented
Policies on acceptable use efmails in Private | 3.24 Partly Impleme
12 our Institutional . Implemented 3.41 nted 1
y Public 3.60 | Implemented
. . I i Partly Partly
14 ;ﬂlﬁgivg?ksharmg of Institutional data via Private | 2.89 Implemented 3.15 | Impleme 5
Public 3.47 | Implemented nted
. Partly
Policies on storing of Institutional data via| Private | 2.94 Implemented Partly
14 network Partl 2.84 | Impleme 12
Public | 2.73 y nted
Implemented
- : : . Partly
Policies on cyber security (use of social | Private | 2.83 Imolemented Not
15 medias e.g. face book) as far as Institutiopat NoFt) 2.45 | Impleme 17
data security is concerned Public 2.00 nted
Implemented
. Partly
Policies on regular review of the different Private | 3.06 Implemented Partly
1€ information security policies Not 2.79 | Impleme 13
yP Public | 2.47 nted
Implemented
17 Policies on Bnn_g Y_our Own Device to be Private | 2.82 Partly 253 Not 14
used at the Institution Implemented Impleme
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Not nted

Public | 2.20 Implemented

The study showed that most of the policies arelypartplemented and Policies on cyber security (ofeocial
medias e.g. face book) as far as Institutional dataurity is concerned (mean=2.45) was not impléeakrPolicies on
Bring Your Own Device to be used at the Institutiean =2.53) was not implemented and Data destrugblicies for
your Institutional data materials that contain g@resinformation (mean=2.52) was not implementeltioh is dangerous
to the organizations since these can be the mehith wan be a threat to the Institutional data 88cby human insiders

either intentionally or unintentionally.
Threats Posed on Information System Security by Iriders

Table 5: Threats Posed on Information System Secuyi by Insiders

Human Insider Threat Institution Mean Interg:\etatl Mnea Interprr]etatlo RI? f
Insiders who access Employees Private 2.39 | Not frequent
1. | information and transmit to outsiders Public 173 Not frequent| 2.09 | Not frequent | 15
for profit or taking revenge on others ' at all
Unintentionally disclose of information Private 2.33 | Not frequent
to others, e.g. email message sent to
2 wrong address or an information leak| Public 2.07 | Not frequent 2.21 | Notfrequent | 14
through peer-to-peer file sharing
Connecting computers to the Internet| Private 2.24 | Not frequent
3 through an insecure wireless network| Public 2.27 | Not frequent 2.25 | Notfrequent | 13
Deleting information on their computer Private 2.83 | Sometimes .
4, - - 3.03 | Sometimes 4
when no longer necessary. Public 3.27 | Sometimes
Deleting information on their computer Private 2.88 | Sometimes .
S accidently. Public 2.73 | Sometimes 281 | Sometimes 6
Sharing of passwords with other staff| Private 3.17 | Sometimes .
6. members Public 2.20 | Not frequent 2.73 | Sometimes 8
Reusing the same password and Private 2.67 | Sometimes .
§ username on different logins Public 2.42 | Not frequent 2.57 | Sometimes 11
Using of secondary storage devices li Lrivate 339 | Sometimes
8- | flash discs, CD, Hard disks. Public 4.47 | VeI 3.88 | Frequent 1
Frequent
Sharing of secondary storage devices Private 3.06 | Sometimes
% like flash discs, CD, Hard disks. Public 4.00 | Frequent 3.48 | Frequent 2
Losing of Secondary storage devices| Private 2.61 | Sometimes .
10. like flash disks, CD, Hard disk, floppy| Public 2.67 | Sometimes 264 | Sometimes 10
. Private 2.82 | Sometimes .
11, Leaving computers unattended to. Public 573 | Sometimes 2.78 | Sometimes 7
12 Failing to have automatic lock of the Prlva_\te 2.53 | Not frequent 3.00 | Sometimes 5
screen savers Public 3.50 | Frequent
Working on a mobile device e.g. laptdpPrivate 2.33 | Not frequent
13. while traveling Public 2.53 | Not frequent 2.42 | Notfrequent | 12
Loosing mobile devices e.g. laptops, | Private 2.78 | Sometimes .
14. IPad Public 2.60 | Sometimes 2.70 | Sometimes 9
Using of personally owned mobile Private 3.11 | Sometimes .
15 devices to do office work Public 3.47 | Frequent 3.27 | Sometimes 3

The results of the table above showed that usingezbndary storage devices like flash discs, CDxdHa
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disks(mean=3.88) was frequent which can be onén@fsburce of leakage of Institutional data eitmeritionally or
unintentionally, Sharing of secondary storage devitke flash discs, CD, Hard disks(Mean=3.48) ws® frequent
which can also be a threat to institutional datausgy, Using of personally owned mobile devices do office
work(mean=3.27) was also ranked among the top @tsawhich is a threat to institutional data seguif there is no

clear BYOD policy.

On top of the above threats, Failing to have autmmack of the screen savers, deleting informationtheir
computer when no longer necessary, deleting infooman their computer accidently and leaving cotepiunattended

to were ranked as some of the common behaviorswdain pose a threat to institutional data security.
Future Work

Based on the above findings, the author recommeritelr investigation on the current mitigation measused

by institutions in mitigating human insider threatsinstitutional data security
CONCLUSIONS

The study found out that Institutional data seguffirotecting company information assets) with meés3.79
which can help in ensuring organizational informatisecurity was given a low priority and Employgssafety,
satisfaction, retention) with mean of 3.00 whiclipketo motivate insider to feel part of organizatimas also given law

priority.

Respondents also indentified Laptops ranked as authiimean =3.91)as frequently used device inrthétition
to cause threat on institutional data security Whiteans there must be serious measures to costgewf laptops in

organization and this was followed by Mobile phoresked as Number 2(mean=3.75) :

The study also further discovered that Policiescylmer security (use of social medias e.g. face paskfar as
Institutional data security was concerned (mear52wias not implemented, Policies on Bring Your Olevice to be
used at the Institution (Mean =2.53) was not immatad and Data destruction policies for your Iotthal data
materials that contain sensitive information (meab2) was not implemented which can easily be acsoof leakage of

sensitive institutional data.

The following behaviours were ranked top which neethe worked on; usage of secondary storage delike
flash discs, CD, Hard disks (mean=3.88) was fretjudrich can be one of the source of leakage ofitligtnal data,
Sharing of secondary storage devices like flaskesdi€D, Hard disks (Mean=3.48) was also frequemt asing of

personally owned mobile devices to do office warlkean=3.27) is also ranked among the top behaviors
The major limitation to this study was the low respe rate, which is synonymous with survey studies.
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