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Abstract—This study assessed the effects of urban heat island in Dhaka city, Bangladesh from 2002 to 2014 using remote sensing techniques. 

Land cover changes were characterized over a twelve year period with keen interested on urban expansion and the resulting impacts created 

by these changes on the land surface temperatures investigated. The study also compared the land surface temperature and ground station 

temperature data to validate the surface temperature in Dhaka. Maximum likelihood supervised classification method was used for the land 

cover classification resulting in a classification accuracy of 86.5% and 90.7% for 2002 and 2014 respectively. Remarkable change in land cover 

was observed in built-up areas which increased by 21% of the total land area from 74.12 to 135.36 square kilomentres in 2002 and 2014 

respectively. Combined end member selection and linear mixture model techniques were used to estimate the surface emissivity of the land 

surface properties. The obtained surface emissivity together with the brightness temperatures of the thermal bands were then used to 

calculate the land surface temperature. Results showed that land surface temperature increased throughout the study area. Temperature 

ranges of 28.5°C to 35.4°C were observed in 2002 and 37.9°C to 40.1°C in 2014. The difference between ground-based temperature and the 

satellite derived temperatures for the ground weather station were +1.8°C and +2.7°C in 2002 and 2014 respectively. This margin of difference 

is attributed to sensor calibration errors. The land surface temperature increased across all land cover types over the twelve year period 

indicating existence and potential effects of urban heat highland in the Dhaka city. The results indicates that there is urgent need for the city 

authority to implement measures that must monitor and contain the resulting effects on the city population and infrastructure. 

Index Terms— Urban Heat Island, Remote Sensing, GIS, Land Cover Classification, LST, Linear Mixture Modelling, Dhaka, Bangladesh.   

——————————      —————————— 

1 INTRODUCTION                                                                     

haka city has experienced higher temperatures over the 
last decade depicted by hotter summer days and day-
time's scorching heat coupled with load shedding [1],[2]. 

Several factors are considered to have contributed to this tem-
perature increases, but one factor has been repeatedly sup-
ported by literature to have contributed to Dhaka’s temperature 
rise; a unique phenomenon of the urban climate known as Ur-
ban Heat Island (UHI) effect [3],[4]. The UHI phenomenon was 
first recognised in London in the early 19th Century and since 
then there have been suggestions to the UHI effect contributing 
to climate change effects however, the relationship has still not 
been quantified and confirmed by any study [5],[6],[7]. 

There are various effects of UHI. It has the probability of di-
rect influence on health and wellbeing of urban life. Cities nor-
mally show higher percentage of heat oriented sickness and 
mortality rate in comparison to rural areas [4]. Urban residents 
are deprived from cool relief at night time like cool relief in the 
rural areas because UHI’s night time effect are harmful for the 
time of heat wave [8].  Furthermore, this type of poor air quality 
aggravates asthma effects and causes other respiratory related 
diseases. Asthma patient rate as noted by [9],[10] increased in 
Dhaka city during summertime, particularly in the poor com-
munities who cannot afford air conditioner or any other cooling 
system for heat wave.  

 

 
According to the Urban Climate News [11], there is need to 

sensitise people on the UHI effects, carry out further studies 
and source funds and community support to address the effect.  
Cities such as Los Angeles invest over 64.9 million British 
pounds every year to counter the UHI effect. UHI can also affect 
growth of vegetation as a result of its influence on the weather. 
Researchers observed that plants take longer to germinate and 
grow properly in UHIs than in rural area [4].  

Recent studies have shown that the availability of remotely 
sensed data covering decadal periods and earth surface has 
greatly led to intensified studies on relationship between land 
surface temperatures and land cover changes over different 
time periods [4],[12],[13]. These previous studies focused on 
land cover changes and their resulting effects on the land sur-
face temperature, but developing cities such as Dhaka City pre-
sent many opportunities for research due to its rapid popula-
tion increment and urbanisation effects such as slum develop-
ments and environmental risks [4],[14]. Although the findings 
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of previous studies are important for the study area, they lack 
the ability to assess decadal effects of LST using uniform spatial 
scale imagery extending over the entire area.  

Fig. 2. Location Map of the study Area. (Source: [15]) 
 
Given that Landsat satellite programme archives satellite im-

agery over the study area at uniform spatial scale dating many 
decades back (5 decades for VIS-NIR imagery and 3 decades for 
SWIR and thermal), it made it possible for this study to consider 
a 12-year period (2002 – 2014) and investigate the impact of land 
cover changes on the development of UHI and its intensty in 
Dhaka city. The choice of the temporal periods were influenced 
by two factors; firstly, in the year 2014 (Fig. 1) the area experi-
enced the highest temperature recorded in its history [16]) and 
secondly, in the year 2002, climatic factors were considered a 
factor that caused extensive outbreak of Dengue in Dhaka [8].  

The study therefore, applied remote sensing techniques to 
estimate UHI intensity and urban expansion between 2002 and 
2014. Land surface temperature and the ground measurement 
data were also compared in order to validate the results of the 
surface temperature. Finally, the relationship between temper-
ature variation and land cover changes were determined.  

Location of the study area is shown in Fig. 2. Dhaka city, the 

capital of Bangladesh was awarded city status in 1610. At that 
time, it had a population of 30,000 persons and an areal cover-
age of 1.5 square kilometres. Over 100 year period, the city in-
creased to 40 square kilometres. By the year 2013, Dhaka City 
Corporation, stated that the total area of Dhaka city was 1,528 
square kilometres [17]. Dhaka is also Bangladesh's most 
densely populated city and one of the largest metropolises in 
South Asia. Expansion of Dhaka has been largely influenced by 
its elevation, higher population and economic development. 
The city is the headquarters of Bangladesh government for all 
economic and public administration. 

2 METHODOLOGY 

2.1 Data 

The Urban Heat Island effect is embedded in a complex climatic 
system influenced by several factors such as land use, land 
cover, altitude, proximity to sea and sea breezes [18]. It is chal-
lenging to isolate the contributions of various factoring agents. 
Achieving the study objectives required incorporatation of mul-
tiple approaches and data such as the use of GIS and Remote 
Sensing techniques, ground-based temperature measurements 
and geostatistical analysis. The study focussed on above tech-
niques in order to evaluate and quantify the land surface tem-
perature (LST), examine the variation of LST over a 12-year pe-
riod, and establish the relationship between LST and the differ-
ent land cover types in the study area. Table 1 shows the various 
data used in this study. 

 
TABLE 1 

DATA AND DATA SOURCES USED IN THE STUDY 

Data Path/ 
Row 

Resolu-
tion 

Date Source 

Landsat 7 
ETM+ 

137/044 30 m  5/3/2002 USGS 

Landsat 8 
OLI/TIRS 

137/044 30 m  14/3/2014 USGS 

Tempera-
ture data 

 3 hourly  2002- 2014 BMD 

Roads and 
utility lines 

 1:100,000  2012 RHD 

Boundary  1:100,000 
(spatial) 

2013 RAJUK 

 
Landsat 7 and 8 imagery were both supplied geometrically 

corrected to UTM Zone 13N projection system which is con-
sistent to the localised projection of the study area. The spatial 
resolution of 30 metres were maintauined across all datasets in-
order to maintain geometric accuracy. Radiometric calibration 
were performed in ENVI software in order to derive the at-sen-
sor data value of the imagery [19]. 

The temperature data were supplied in text file format which 
were converted to Microsoft Excel format collected on a 3-
hourly interval from the Agargaon monitoring station in Dhaka 
over the periods of 2002 to 2014. The single station dataset is 
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used to collect meteorological data over Dhaka city and sur-
rounding areas. As noted by Oke [20], two or more weather sta-
tions are required in order to understand the atmospheric con-
dition of a large area under investigation. Given the size of 
Dhaka city and limited ground stations, an attempt was made 
to reduce the potential error margin introduced by the use of 
single weather station dataset by collecting datasets at a three 
hourly interval for the study period. Averaging were applied to 
the data in order to tabulate data according to day, month and 
year ready for analysis and comparison with LST obtained from 
satellite imagery. 

2.2 Estimation of Land Cover Changes 

ENVI 5.2 software tools were employed to perform classifi-
cation of the Landsat images for 2002 and 2014 into four classes. 
The classes (Table 2) were obtained from literature review of a 
recent land cover classification study of the study area by Ah-
med et al. [4] in order to obtain ground validation and compar-
ison data. These classes corresponded with the derived spectral 
endmember used in the correction of land surface emissivity. 
Maximum Likelihood Supervised classification (MLC) tech-
niques were used to perform the classification. The choice for 
MLC over other supervised classification techniques such as 
Parallelepiped and Minimum Distance techniques was due to 
its ability to incur reduced amount of error due to misclassifi-
cation [21].  Also given that a previous study conducted in the 
study area by Ahmed et al. [4] applied MLC, according to Pooja 
et al. [22], it provides the opportunity to compare previous re-
sults with this study. 

 
TABLE 2 

CLASSES USED FOR LAND COVER CLASSIFICATION 

Classes Description 

Bareground Fallow land, earth and sand land in-fillings, 
construction sites, developed land, excava-
tion sites, open space, bare soils, and the re-
maining land cover types. 

Built areas All infrastructure—residential, commercial, 
mixed use and industrial areas, villages, set-
tlements, road network, pavements, and 
man-made structures 

Vegetation Trees, natural vegetation, mixed forest, gar-
dens, parks and playgrounds, grassland, 
vegetated lands, agricultural lands, and crop 
fields. 

Water River, permanent open water, lakes, ponds, 
canals, permanent/seasonal wetlands, low-ly-
ing areas, marshy land, and swamps 

Source: [4] 

2.3 Linear Spectral Model and End Member Selection 

There are known advantages in using endmembers for spec-
tral unmixing processes. Firstly, they contain the same system-
atic errors due to atmospheric correction as the image to be un-
mixed. Endmembers also can represent responses from the se-
lected material at the same scale as the original image (Roberts 

et al., 1998). Endmembers were selected manually by visualis-
ing the Pixel Purity Index (PPI) results of spectrally pure pixels 
identified using the PPI in an N-dimensional visualiser in ENVI 
software. The PPI image was geographically linked to the orig-
inal image to identify the image endmembers. No field trips 
were conducted but the land cover features were confirmed 
from the previous study conducted by Ahmed et al. [4] before 
finalising the endmember spectra. Selected endmembers were 
grouped into four land cover classes (Table 2). The choice for 
the use of this method is supported by previous study where 
the selection of image endmembers have been effectively per-
formed through the use of a PPI [23]. 

Linear mixture Model (LMM) technique was used to per-
form pixel analysis to determine the relative abundance of sur-
face materials within a pixel and as noted by Rashed et al. [24], 
is preferable to hard classifiers especially when dealing with 
medium to coarse spatial resolution satellite sensor data such 
as Landsat Thematic Mapper or Enhanced Thematic Plus, Mod-
erate Resolution Imaging Spectroradiometer and Advanced 
Very High Resolution Radiometer.  

The mathematical model used in the LMM is expressed in 
Equation (1). This model uses the assumption described by Ad-
ams et al. [25], where the spectrum measured by a sensor is as-
sumed to be a linear combination of the spectra of all compo-
nents within the pixel  

𝑅𝑖 = ∑ 𝑓𝑘𝑅𝑖𝑘 + Ɛ𝑖

𝑛

𝑘=1
 ………………………………………..… (1) 

Where i is the number of bands (minimum = 1), Ri the spec-
tral pixel reflectance of each band (i), k is the number of classi-
fication endmembers with a minimum of one endmember. fk is 
the proportion of endmember k within the pixel; Rik is the spec-
tral reflectance of endmember k within the pixel on band i, and 
Ƹi is the error for band i. For a constrained unmixture solution, 
fk is subject to restrictions between zero and one (Equation (2)). 
The model’s fit is assessed by computing the Root Mean Square 
Error (RMS) using the Equation (3). 

∑ 𝑓𝑘 = 1;   𝑓𝑜𝑟 0 ≤ 𝑓𝑘 ≤ 1𝑛
𝑘=1  ………………………………………. (2) 

𝑅𝑀𝑆 = √(∑ (Ɛ𝑖
2 )/𝑛

𝑛

𝑖=1
) …………………….…………………… (3) 

Calculation of the RMS is done for all the image pixels. At-
taining low RMS values signify better fit of the model [26]. 
Therefore, accuracy of the endmember selection and the suffi-
ciency of the selected number can be assessed for accuracy by 
analysing the error image. Similarly, attaining quality fraction 
images is greatly influenced by the number of endmembers se-
lected and the proper purity of the selected endmembers. A bad 
endmember selection and identification can lead to meaning-
less fraction cover maps.  

The endmembers selected for this study were then used for 
Linear Spectral Unmixing (LSU). LSU assumes that; (i) spectral 
variation is caused by a limited number of surface materials (i.e. 
soil, water, shadow, vegetation), (ii) the pixel is a linear mixture 
of its constituents and (iii) all endmembers possibly contained 
in the pixel have been included in the analysis [27]. During the 
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unmixing process, a unit sum constraint was applied by adding 
a weighting factor of one because the sum of abundances is the-
oretically one. This is the default unmixing algorithm. Fig. 3 
shows the summary of the methodology. 

 

2.4 Calculation of Land Surface Temperature (LST) 

The surface radiant temperature were derived from geomet-
rically corrected Landsat ETM+ thermal infrared (TIR) band 6 
and Landsat 8 Thermal Infrared Sensor (TIRS) bands 10 and 11. 
Bands 10 and 11 of the Landsat 8 TIRS records thermal radiation 
in spectral range of 10.60 - 11.19 and 11.50 - 12.51 μm respec-
tively. While the ETM+ Band 6 records with spectral range of 
10.4 - 12.5 μm from the earth surface. 

Given that is necessary to address the effects of diurnal heat-
ing cycle on land surface temperatures, this study did not at-
tempt to address it because OLI/TIRS and ETM+ imagery do not 
provide day and night infrared images on the same day, with 
night time overpass recorded on a different day. This attributed 
to the fact that the study could not analyse the variability of LST 
with respect to the overpass time and the years considered. The 
study further performed atmospheric correction in order to 
minimise the errors attributed to atmospheric effects (haze) and 
the potential of estimating inaccurate LSTs. 

Estimation of LSTs follow two-step operations when extract-
ing LSTs from satellite imagery [28]. The spectral radiance must 
be converted to at-sensor brightness temperature and the spec-
tral emissivity must be corrected [29]. This study adopted the 
method where known emissivity values (Table 3) were used to 
assign pure pixels of each end member in order to correct the 
spectral emissivity [30].  Then the calculation of corrected LST 
performed based on the Equation (4) proposed by Weng and 
Yang [31]. 

𝐿𝑆𝑇 = (
𝑇𝐵

1+(ƛ∗𝑇𝐵/ƿ) 𝑙𝑛 𝐿𝑆𝐸
) ……………………………………....…….. (4) 

Where, LST = Land Surface Temperature in Kelvin; TB = 

brightness temperature of thermal bands (band 6 for ETM+ and 
10 for TIRS) in kelvin; LSE = Corrected Land Surface Emissivity 
values (Table 4 used in the calculations); ƛ = wavelength of emit-
ted radiance (Table 3); ƿ = h * c/f (1.439 x 10-2 m K) where f = 
Boltzmann’s constant (1.38 x 10-23 J/K), h = Planck’s constant 
(6.626 x 10-34 J s), and c = velocity of light (2.998 x 108 m/s). 

 
TABLE 3 

CENTRE WAVELENGTH OF THE THERMAL BANDS 

Satellite Band Centre wavelength (µm) 
Landsat 4,5, 7 & ETM+ 6 11.45 
Landsat 8 10 10.8 
Landsat 8 11 12 

Source; [32],[33] 
 

TABLE 4 

EMISSIVITY VALUES OF COMMON LAND COVER TYPES 

Land cover type Emissivity (Ɛ) 
Bare ground (soil) 0.93 
Vegetation (Grass) 0.98  
Built-up (Concrete) 0.94  
Water 0.97 

Source; [34] 
 
The ENVI’s band math formula is given by: 

 TB / (1 + (10.8 * TB / 14380) * log (Ɛ)) requiring the values of 
surface emissivity for the land cover types under consideration 
and the brightness temperature. 

2.4.1 Land Surface Emissivity (LSE) 

The temperature values for constants used in Equation (4) 
are defined in temperature measurement units of Kelvin. These 
temperature values were obtained referenced to absolute tem-
perature of a black body, rather than the land cover types of the 
study area. Therefore, it is imperative to perform LSE correc-
tions that are specific to the different land cover types. Emissiv-
ity values specific to each land cover type are listed in Table 4 
according to the classification scheme proposed by Snyder et al. 
[30].  

Equation (5) is used to correct the LSE for specific land cover 
class and it considers that LSE depends on the composition, 
structure, wetness and observation conditions of the surface 
[35]. Therefore, considering there are N kinds of endmembers 
in a pixel, and the temperature of all endmembers are the same, 
the relationship between endmember fraction and the corrected 
emissivity (LSE) in the pixel is proportional [36],[37]. 

𝐿𝑆𝐸 = (∑ Ɛ𝑖 ∗ 𝑓𝑖𝑁
𝑖=1 ) …………………………………..……..…….. (5) 

Where, Ɛi is emissivity of endmember i, fi is the fraction of 
endmember i in a pixel. 

The corrected LSE are then applied to Equation (4) to obtain 
the corrected LST. 

2.4.2 Brightness Temperature (TB) 

Brightness temperature (TB) is the microwave radiation ra-
diance traveling upward from the top of Earth's atmosphere. 

Fig. 3. Methodological Flow Diagram  
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The calibration process has been done for converting thermal 
DN values of thermal bands of TIR to TB. For finding TB of an 
area the Top of Atmospheric (TOA) spectral radiance (R) is re-
quired. TB for both the TIRs bands was calculated by using the 
formula in Equation (5): 

𝑇𝐵 =
𝐾2

(𝑙𝑛(
𝐾1

𝑅
+1))

 ………………………………………………………. (6) 

Where, K1 and K2 are the thermal conversion constant and it 
varies for both TIR bands (Table 5), and R is the Top of Atmos-
pheric spectral radiance (Equation (7)). The Band math equa-
tions are: K2 / log (K1 / float (Bn)) +1 where Bn is the TOA spec-
tral radiance (R) for bands 6(2) for Landsat 7 ETM+ and band 10 
for the Landsat 8 OLI/TIRS. 

𝑅 = 𝑀𝐿 ∗ 𝑄𝐶𝐴𝐿 + 𝐴𝐿 ………………………………………………. (7) 

Where; QCAL is the respective band 6 and 10 imagery. 
 

TABLE 5 
 THERMAL CONVERSION CONSTANT AND RESCALING FACTOR FOR 

LANDSAT 7 ETM+ AND 8 OLI/TIRS 

 K1 K2 Multiplicative 
Rescaling Fac-
tor, ML 

Additive 
Rescaling 
Factor, AL 

Band 6 
(ETM+) 

666.09 1282.71 0.067 0.1 

Band 10 
(TIRS) 

777.89 1321.08 0.0003342 0.1 

Band 11 
(TIRS) 

480.89 1201.14 0.0003342 0.1 

Source;[38],[32] 
 

2.5 Classification of Heat Zones in degrees Celsius 

The obtained LST temperature values in degrees kelvin were 
converted to degrees Celsius using the Equation (8). 

𝐶 = 𝐿𝑆𝑇 − 273.15 ………………………………….………………. (8) 

The ENVI formula in Band Math for both 2002 and 2014 LST 
scenes was given by: (float (B1) - 1) where B1 is the corrected 
Land Surface Temperature image obtained in Kelvin. 

2.6 Relationship between Land Cover Types and LST 

Studies have shown that quantifying the effects of LST and 
its spatial patterns require proper understanding pf the rela-
tionship the LST has with specific land cover types [31]. In some 
cases, each of the land cover types can be considered while clas-
sifying the land cover types into vegetated and non-vegetated 
is as well sufficient to derive the relationship existing between 
land cover types and LST [39],[40]. This study extracted the 
minimum and maximum LST values for each of the four land 
cover types classified and presented average LST of each land 
cover types for 2002 and 2014.  

2.7 Accuracy Assessment 

A common method for accuracy assessment of a classified 

land cover map is through the use of an error matrix. Some im-
portant measures, such as overall accuracy, producer's accu-
racy, and user's accuracy, can be calculated form the error ma-
trix [41],[42],[43]. This study used a reference random selection 
of 1000 pixels for each year (2002 and 2014). The sample points 
selected were made of features such as intersections between 
roads, religious monuments and landmarks. The ground vali-
dation data were obtained from a similar land cover classifica-
tion of the same study area conducted Ahmed et al. [4] covering 
the years 1989, 1999 and 2009, and the use of Google Earth im-
agery. The motivation to use results from this study rather than 
travel to the study area was due to financial constraints and the 
small time frame for this study.  Because of difference in the 
year of classification between this study’s data (2002 and 2014) 
and the referenced land cover map (Most recent, 2009), a careful 
check of each sample points on the Google Earth image were 
conducted and the results reported in the accuracy assessment 
were confirmed to exist in the two images. 

The overall accuracy of the classified images and the respec-
tive user’s and producer’s accuracy are reported in Tables 8 and 
9. The user’s accuracy measures the proportion of each land 
cover class, which is correct whereas producer’s accuracy 
measures the proportion of the land base, which is correctly 
classified. 

3 RESULTS AND DISCUSSION 

3.1 Land Cover Classification  

Fig. 4 and 6 show the fractional images representing the four 
land cover classes (water, vegetation, built-up areas and bare-
ground) of 2002 and 2014 that were effectively extracted by ap-
plying Linear Mixture Modelling (LMM) for feature identifica-
tion. Application of maximum likelihood supervised classifica-
tion on the non-thermal bands of the two imagery (2002 and 
2014) resulted in the thematic maps shown in Fig. 5 and a per-
centage land cover proportion sumarised in Fig. 3, for the time 
periods of 2002 and 2014. 

Fig. 3. 2002 and 2014 percentage land cover proportion 
 
 

International Journal of Scientific & Engineering Research, Volume 8, Issue 4, April-2017 
ISSN 2229-5518 

293

IJSER

http://www.ijser.org/


 

Fig. 4. 2002 Fraction images for components (A) Bare-ground, B) Built-

up, (C) Vegetation, (D) Water 

Fig.5. Land cover change map for Dhaka from 2002 (A) to 2014 (B) 

 
 
 

TABLE 6 
 AREAL (KM2) LAND COVER COVERAGE IN 2002 AND 2014 

 
 

Fig.6. 2014 Fraction images for components (A) Bare-ground, (B) 

Built-up, (C) Vegetation, (D) Water 

 
The result obtained from the land cover classification con-

firms the growth of Dhaka city as observed by previous authors 
[2]. Remarkable change in land cover was observed in built-up 
areas which increased by 21% of the total land area from 25.41% 
in 2002. Vegetation land cover were worst affected loosing 
105.96 square kilometres to other land cover types. Similar ob-
servation was also made on water land cover type which in-
creased by 10.7%. After evaluating Google Imagery and local 
knowledge of the area, in 2002 over 20% of the vegetation cover 
in the study area were in swampy and wetland areas.  As result 
of urban expansion, vegetation are cleared and water surfaces 

 
Vege-
tation 

Built-
up 

Bare-
groun
d 

Water 

2002 158.23 74.12 48.12 11.17 
2014 52.27 135.36 64.97 39.04 
Areal Change 
Gain (+) & Loss(-) 

-105.96 +61.24 +16.85 +27.87 

A B 

C D 

A B 

A B 

C D 
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exposed. 
 

3.2 Land Surface Temperatures (LST) 

Two temporal time periods of 2002 and 2014 were consid-
ered for the LST change detection. Fig. 10 shows the LST change 
map for 2002 and 2014 respectively. The emissivity map and 
brightness temperature maps used to determine the LST map is 
shown in Fig. 7 and Fig. 8 respectively. 

Fig. 7. 2014(A) and 2002(B) Land Surface Emissivity Map of Dhaka City 

Fig. 8. 2014(A) and 2002(B) Brightness Temperature Map of Dhaka City 

 

Fig. 9. Land Surface Temperature changes in Dhaka City from 2014 (A) to 

2002 (B) 

Fig.10. LST changes for major towns in Dhaka City from 2014 (A) to 2002 

(B) 

Fig. 10. LST variation for each land cover class in Dhaka City 

3.3 Temperature Variation Using Ground Station Data 

The ground-based data obtained from Agargaon meteorologi-
cal monitoring station in Dhaka were processd and the results 
shown in Fig. 11 and Fig. 12. Table 7 shows the satellite derived 
LST values against the ground-based LST for the single weather 
station and major towns in Dhaka. 

A B 

A B 

B A 

A B 
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Fig.11. Average yearly temperature in degree Celsius over a 12-year period 
 

TABLE 7 
 SUMMARY OF THE SATELLITE DERIVED AND GROUND BASED LST 

VALUES FOR MAJOR TOWNS OF DHAKA 

Weather Sta-

tion & Major 

Towns 

Land Surface Temperature (degree Celsius) 

Satellite derived  Ground based  

05/3/2002 

at 
10:13am 

local 

time 

(GMT+6) 

14/3/2014 

at 
10:25am 

local 

time 

(GMT+6) 

05/3/2002 

at 
09:00am 

local 

time 

(GMT+6) 

14/3/2014 

at 
09:00am 

local 

time 

(GMT+6) 

Agunda 25.4 35.7     
Arargaon 
Station 30.3 36.3 28.2 33.6 

Baothar 28.3 37.8     

Baraba 31.1 34.7     

Bhatara 25.4 37.8     

Diabari 26.3 37.5     
Gram 
Bhatulia 26.3 34.9     

Ibrahimpur 30.0 35.1     

Joar Sahara 31.1 36.2     

Joka 26.3 29.2     

Jurain 31.1 31.6     

Keodala 27.2 30.0     

Meradia 31.9 32.7     

Nawab Char 30.5 44.8     

Pagar 28.3 34.3     

Patira 26.0 40.1     

Payati 30.8 31.3     

Purakar 28.0 34.1     
Purba Ha-
rardia 26.6 28.9     
Ramna Mai-
dan 30.8 35.3     

Rasadia 26.6 33.3     

Sekerkalsi 38.3 35.8     
Tejteri Bazar 
Chak 41.1 44.5     

Ujanpur 29.7 32.8     

Uttar Adaba 31.0 32.8     
Uttar Mani-
ker Tek 30.2 35.5     
Uttar 
Sonatengar 36.9 40.4     

 

 

3.4 Results of Accuracy Assessment 

 
TABLE 8 

 2002 LAND COVER CLASSIFICATION ACCURACY ASSESSMENT 

  Classified Image (2002) 

    
Wa-
ter 

Vege-
tation 

Built
-up  

Bare-
groun
d 

To-
tal 

Ref-
er-
ence 
Im-
age 

Water 218 18 4 10 250 

Vegetation 3 211 26 10 250 

Built-up  0 4 221 25 250 

Bare-ground 8 12 15 215 250 

  Total 229 245 266 260 865 

  
Producers 
Accuracy 0.87 0.84 0.88 0.86   

  
Omission 
Error 0.13 0.16 0.12 0.14   

  
Consumers 
Accuracy 0.95 0.86 0.83 0.83   

  
Commission 
Error 0.05 0.14 0.17 0.17   

  Overall Accuracy (%): 86.50 
  Average omission error (%): 10.80 

  
Average commission error 
(%): 10.58 

 
TABLE 9 

 2014 LAND COVER CLASSIFICATION ACCURACY ASSESSMENT 

  Classified Image (2014) 

    
Wa-
ter 

Vege-
ta-
tion 

Built
-up 
areas 

Bare-
groun
d 

To-
tal 

Ref-
er-
ence 
Im-
age 

Water 208 18 12 12 250 

Vegetation 7 219 13 11 250 

Built-up 0 8 234 8 250 
Bare-
ground 1 1 2 246 250 

  Total 216 246 261 277 907 

  
Producers 
Accuracy 0.83 0.88 0.94 0.98   

  
Omission 
Error 0.17 0.12 0.06 0.02   

  
Consumers 
Accuracy 0.96 0.89 0.90 0.89   

  
Commis-
sion Error 0.04 0.11 0.10 0.11   

  Overall Accuracy (%): 90.70 

  
Average omission error 
(%): 7.44 

  
Average commission error 
(%): 7.24 
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Fig.12.Temperature Variation over Dhaka city in March, 2002 and 2014 

4 CONCLUSION 

In this study, derivation of Land Surface Temperature (LST) 
from both Landsat 7 ETM+ and Landsat 8 OLI/TIRS were 
demonstrated for Dhaka City. A comparison was derived be-
tween ground-based LST and LST derived from satellite im-
agery. In carrying out the analyses, the following were observa-
tions were made; (i) the total area covered by built-up area in-
creased by 61.24 square kilometres over a twelve year period 
from the 74.12 square kilometres observed in 2002. This incre-
ment is expected to continue over the next decade with increase 
in vegetation loss, (ii) Comparison between the satellite-derived 
LST and LST from ground measurement data, indicated that 
there is a gradual shift of urban centres from cooler vegetative 
cover in 2002 to warmer built-up areas in 2014 thereby requir-
ing effective plans such as urban greening to curb the heating 
effects, and (iii) finally, the relationship between temperatures 
variation with land cover showed temperature increase across 
all land cover types in the two periods indicating significant 
UHI effect in the Dhaka city.  

Furthermore, in this study the performance of LMM for cor-
recting LSE for different pixels of land cover types was success-
fully demonstrated. It has also been shown that common con-
cepts of urban growth and expansion have a high impact on veg-
etation cover and inreased UHI intensity. It is recommended that 
Dhaka city authority incorporate UHI countermeasure in all as-
pects of urban development and put in place measures to man-
age the resulting effects on environment and people.  
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